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Abstract:

In this work, we reformulate and apply iterative kernel method (IKM) for solving two dimension mixed
Volterra-Fredholm integral equation of the second kind (MVFIE-2). The suitable algorithm for IKM is
suggested and the programming for of the algorithm of the technique is written by Matlab programs. The
computer application for the algorithm is tested on a number numerical examples. The results which are
obtained by this technique compared with exact solution and some new theorems are proved; for decision the

results computing the least square error (LSE) of the IKM and running time (RT) for the program.
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1. Introduction:
Integral equations have been one of the significant and principal instrument in various areas of sciences such as
applied mathematical physics, biology and engineering. On the other hand, it has many applications in different
areas of science, involving potential theory, electricity and quantum mechanics (Hasan, et al. 2016 & Wazwaz,
AM. 2011).

In the last 15 years ago, many problems of integral equations was constructed from various cases in different
events of the areas for applied sciences like mathematical physics, engineering and electromagnetic waves.
Two dimension mixed Volterra- Fredholm integral equation of the second kind arises in many phenomena,
physics and engineering areas (Mohammed K. S. 2015 & Tenwich, M. C. 2012), as the of ordinary differential
equations of two variables on the bounded region can be change and transform to module of two dimension
mixed Volterra- Fredholm integral equation (Hafez et al. 2017 & Zhong C. Z. and Jiang W. 2012).

Many scientists reformulated and applied different types of methods and techniques for getting the
approximate solutions for these kinds of problems in integral equations, Jerri (1985) solved Volterra integral
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equations of the second kind by using IKM. Wazwaz (2007) used IKM for finding the approximate solution of
Fredholm integral equation. Mahmud (2008) solved a system of linear two dimensional Fredholm integral
equations of a second kind using Approximation iterative method. Zhong (2012) solved mixed linear Volterra-
Fredholm integral equation. Berdawood (2015) solved mixed Volterra- Fredholm integral equations of the
second type. Hasan (2016) used IKM for solving system of Volterra-Fredholm integral equations of the second
kind. Saleh, et al. (2017) used fixed point method for obtaining the numerical solution for system Volterra-
Fredholm integral equations of the second kind.

For extending this work, reformulating and using IKM for treating MVFIE-2 of two dimension for finding the
approximate solution of it. Because, this method has a significant role for solving many problems in the area of
integral equations.

Definition (1) The two dimension integral equation of the form
t
u(x,t) = f(x,t)+/1“'K(x,t,r,s)u(r,s)drds (1)
a Q

Is called mixed Volterra-Fredholm integral equation of the second kind, where f (x,t) is given continuous
functions on E={(x,t);a<x<b,a<t<h}and K(x,t,r,s)is given continuous functions on the connected
region H ={(x,t); (x,t) e Qx[0,T]} while u(x,t) is the unknown functions (Wazwaz, A.M. 2011).

Definition (2) (the Ratio test)
Let Z S,, (X) be a series with positive terms and suppose that Lim 2net L then
n=0 n—oo S
1- the series convergence if L <1.

2- the series divergence if L >1.
3- the series may converge or may diverge if L=1. ( Berdawood, K. A. 2015 & Mary C. 1979).

2. The iterative kernel of VVolterra integral equation of the second kind

The Volterra integral equation of the second kind defined as:
u(x) = f(x) +j' K (x, t)u(t)dt (2
has iteration kernel method , let K*(s,t) = K (s,t)

K?(x,y) = Jy' K (x,V)K*(v, y)dv

Yy
And K3(x,y) = _f K (X, V)K?(v, y)dv
in general the n'" iterative kernel for VIE-2"k ( Jerri, A. J. 1985 & Wazwaz, A.M. 2011) is
y
K"(x,y) = I K(x,V)K" (v, y)dv, forn=123,.m (3)
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3. Iterative kernel method for solving two dimension MVFIE-2

The main idea of this work, is to reformulate iterative kernel method for solving MVFIE-2. Suppose that the
approximate solution of equation (1) be as the form

u(x,t) = > u'(x,t) (4)
i=0
Substuting it in equation (1) and suppose that K*(x,t,r,s) = K(x,t,r,s) we get
n t n
DUt = F)+A[ [ KOt r,s)D> ui(r, s)drds (5)
i=0 a O i=0

By equaling the powers of u'(x,t), obtaining the following equations
u’(x,t) = f(x,t)
and u*(x,t) formulate as

t t

ut(x,t) = ZII K(x,t,r,s)u’(r,s)drds :A”Kl(x,t,r,s)f(r,s)drds
a Q aQ

u?(x,t) formulate as

u(x,t) = ;t.t”' K(x,t, r,s)u'(r,s)drds

= Aj j K(X.t,r, s)/i.t[ j K(v,w,r,s) f (r,s)dvdw]drds

= 12“[“ K (x,t,v, W)K (v, w, r,s)dvdw] f (r,s)drds

aQ aQ
t
Such that K*(x,t,r,s) = ” K (x,t,v,W)K*(v,w, r,s)dvdw]
aQ

Then the second formula of iterative kernel is
t

u2(x,t)=/12IIKz(x,t,r,s)f(r,s)drds (6)

a Q

we find u®(x,t) by using the from, as
t
u3(x,t)=/1IIK(x,t,r,s)uz(r,s)drds (7
a Q
t

:ﬂjIK(x,t,r,s)/12”K2(v,w, r,s) f (r,s)dvdw]drds

aQ
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= 13“[“ K (x,t,v,W)K?*(v,w,r,s)dvdw] f (r,s)drds

aQ aQ

t
Such that K3(x,t,r,s) =”K(x,t,v,W)K2(v, W, 1, s)dvdw]
aQ

Then u®(x,t) formulate as the form
t

u3(x,t) = /13” K3(x,t,r,s) f (r,s)drds

a Q

And the general formula of iterative method is
t

u"(x,t) = /’L”II K"(x,t,r,s) f (r,s)drds

a Q

Then general form of the n"iteration kernel is

K"(x,t,r,s) :HK(x,t,v, W)K (v, w, r, s)dvdw]

(8)

(9)

The numerical solutions which generate by this method U(X,t) = > u'(X,t) approach to the exact

i=0
solution of equation (1).

Theorem (1)
If f (X,t) isbounded function on the connected rejoin E ={(x,t);a<x<b,a<t<h} and

K (X, t, r, s) is bounded function on the rejoin D={(x,t);a<r<x<b,a<s<t<h}, thenthe
sequence {un (X, t)}“’_o generated by the formula

u"(x,t) = ﬂ“j'ff K"(x,t,r,s) f (r,s)drds

is convergence uniformly to exact solution u(x, t).
Proof: - By suppose f (X,t) and K (X,t, r, s) are bounded then there exist a positive numbers

e > 0and d = O such that | f(x,t)|[<eand |K (x,t,r, s)| < d respectively. Now
uw(xt)=f(xt), then |u’(x,t)|=|f (x,t)|<e

Since ut(x,t) z,zj j KY(x,t,r,s)f(r,s)drds
\ul(x,t)\ = zﬁKl(x,t,r,s) f (r,s)drds =|ﬂ|ﬁ‘Kl(x,t,r,s)Hf(r,s)|drds
\ul(x,t)\s|;t|ﬁ(d)(e)drds=|ﬂ|edﬁdrds=|ﬁ|ed (b—a)t
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t
Since we have U? (X,t) = 12_“' K?(x,t,r,s) f (r,s)drds,

a Q

t b thb
then ‘uz(x,t)‘ = ﬂ”Kl(x,t,r,s)ul(r,s)drds :|/1|”K1|(x,t,r,s)|(;ted(b—a)s)drds

u?(x,t)| = /lﬁd(/led (b—a)s)drds = /lzedz(b—a)ﬁsd rds

A%ed?(b—a)’t?
2
e (x,b)] = /’L”d(l ‘ed” (2 28" jrs = A e’ (b a)zﬁszdrds

:/lzedz(b—a)[(b_a)tz]:

(b— a)t3 A%ed?(b—a)’t’®

=%ed®(b-a)[ 3

1=
And so on, in general we obtain

t b tb ﬁn—led n—l(b_a)n—ltn—l
= i”K(x,t,r,s)u”’l(r,s)drds =|2,|_”d(

(n-1)!

)drds

A'ed"(b—a)"t"* A'ed"(b—a)"t"
L () B
(n=1)! (n)!
By using ratio test we want to show that the series
|u(x,t)| = |u (X, t)| = Oo A'ed gb)l_ a)'t is convergence. Where the general term is
i=0 |:o 1)!
(i)!
ﬂ,i+16d i+1 (b _ a)i+1ti+l
Lim Rt = DY Ad-aj
ive R oo Aled'(b-a)'t’ ine (i41)
(i)!

Therefore, it is convergent for all values of 4,d,(b—a)and h,. the series is absolutely and uniformly
convergent V(x,t) e D.

Theorem (2) (Hafez et al. 2017)
Let u(X,t) be asmooth functionand u"™ (X, t) be the n' approximate solution of U (X, t) then

n AG
Hu(x,t) —u (x,t)H < @0

, where GG is a positive constant independent of N and is a bound for the partial

derivative of T (X, 1), such that r =3.1428.

Theorem (3)

105
DOI:https://doi.org/10.26750/Vol(6).no(2).paper 7 http://journal.uor.edu.krd/index.php/JUR Vol.6. No.2, September.2019



http://journal.uor.edu.krd/index.php/JUR%20Vol.6

Journal of University of Raparin R NIBRER SIBRPRLES E-ISSN: 2522 — 7130 P-ISSN: 2410 — 1036

Supposes that u (X, t) be the exact solution of MVFIE-2, T (X, t) is bounded function
onE={(x,t);a<x<b,a<t<h}and K(X,t, r,s) isbounded function on the rejoin
D={(xt,st);a<r<x<b,a<s<t<h}thenamapping V : D — Eis contraction mapping.

Proof: - The n™" approximate solution has the form which is given in equation (8)
t b

u"(x,t) = f (x,1) +/1“' K(x,t,r,s)u"*(r, s)drds

Then we want to prove that V is contraction mapping for sufficient Iarge n,

IV (. 1) -V (" (x.0)| = f (%, t)+/1”K(xt r,s)u(r,s)drds —[ f (x, t)+/1”K(xt r,s)u"™(r,s)drds

aQ

< /1”||K(x,t, r,s)|u(r.s)—u™*(r,s)[drds

Since K (X, t, , s) is bounded function on D then|k(x,t,r,s)|<M

= /1”K(x,t,r,s)(u(r,s)—u”’l(r,s))drds

= zj j M[u(r,s)—u"*(r,s)]drds

<IM “Hu(r, s)—u"(r,s)[drds

AG

By using theorem (2), we have HU(X, ) —u"(x, t)H = @)™t
T

t

<)tM”—drds <M — ( 7[) ”drds

Uv(u(x,t»—vwn(x,t»ug

/12
2x)™
Hence, V is contraction mapping.

Then forn — oo , we get

”drds — 0, Therefor |V (u(x,t)) -V (u"(x,1))| >0

Algorithm of the technique IKM
Input: a,b,n,s,h,Tol

Step 1: Suppose that the numerical solution of MVFIE-2 be u(x,t) = > u'(x,t)
i=0

Step 2: Putu®(x,t) = f(x,t)

Fori=0ton
Step 3: Using the relation in equation (9) for finding the iterative kernels.

Step 4: finding the component u' (x,t), by using equation (8).
Step 5: Computing the absolute error by usingen =

106
DOI:https://doi.org/10.26750/Vol(6).no(2).paper 7 http://journal.uor.edu.krd/index.php/JUR Vol.6. No.2, September.2019



http://journal.uor.edu.krd/index.php/JUR%20Vol.6

Journal of University of Raparin R NIBRER SIBRPRLES E-ISSN: 2522 — 7130 P-ISSN: 2410 — 1036
If e" <Tol

Go to out put

End if

End for

Step 6: Containing in this process to get the approximate solution of MVFIE-2% K.
Output: the results of approximate solution and e".

4. Numerical examples and results
In this section, illustrating and discussing the IKM through numerical examples.

Example (1):- Find approximate solution of MVFIE-2 [2]

243 t1
2X3t +”(x2e‘y)u(y, z)dydz
0-1

where the exact solutions u(x,t) =t%e".
Solution. Applying the IKM on this problem, obtaining the following results.

u(x,t) =t%* -

Table 1: Comparison results between exact and approximate solutions.

The point | Number of | Exact solution Approximate Absolute error
(x,t) iterations of u(t,s) solutions
m by IKM.
(0.4,0.3) 1 0.21597740 0.33698866 1.2011x 101
3 0.26899877 5.3012x 107
5 0.21799786 2.0204x 107
7 0.21648988 5.1248x10*
9 0. 21595325 2.3752 x10°
11 0. 21595806 1.8934x 10
13 0. 21597748 4.8432x 107
15 0. 21597745 5.3581x 10
17 0. 21597740 4.1238x10°
19 0. 21597740 2.4672x 101!
21 0. 21597740 45672x 1071

Table 2: Show LSE and RT according to the number of iterations

Number of LSE RT
iterations
3 3.6503x 10™ 0:0:1.5375
7 4.7639x 108 0:0:3.6823
11 5.4471x101? 0:0:6.2131
15 5.1248x 101 0:0:8.7601

DOI:https://doi.org/10.26750/Vol(6).no(2).paper 7 http://journal.uor.edu.krd/index.php/JUR Vol.6. No.2, September.2019

107



http://journal.uor.edu.krd/index.php/JUR%20Vol.6

Journal of University of Raparin

CruAgly 38815 e

Example (2):- Find approximate solution of MVFIE-2 [12]

E-ISSN: 2522 — 7130

u(x,t) = e [cos(x) +t cos(x) + %t cos(x —1)sin(1)] —ﬁ(cos(x —y)e’ u(y, z)dydz

where the exact solutions u(x,t) =e™ cos(X).
Solution. Applying the IKM on this problem, obtaining the following results.

Table 3: Comparison results between exact and approximate solutions.

The Number of Exact solution | Approximat | Absolute error

point iterationsm of u(t,s) e solutions

(x,t) by IKM.

(0.4,0.3) 1 0.64038119 1.72546123 | 1.08508001

3 0.68854761 | 3.1551x10*
5 0.63568923 | 4.8162x10*
7 0.64507309 | 4.6919x10
9 0.64095741 | 5.7622x10*
11 0.64041212 3.0912x10°
13 0.64038652 | 5.3343x10°
15 0.64038165 | 4.6324x 107
17 0.64038143 | 2.4211x10°
19 0.64038119 | 4.9657x 1070
21 0.64038119 | 6.2124x10*?

Table 4: Show LSE and RT according to the number of iterations.

Number of LSE RT
iterations
3 4.2312x10° 0:0:1.4260
7 5.3012x 1077 0:0:2.9743
11 2.0204x 1011 0:0:5.8762
15 5.1248x 101 0:0:8.0302

5. Conclusions :

P-ISSN: 2410 — 1036

In this work, iterative kernel method was reformulated for finding the approximate solutions of two
dimension MVFIE-2 discussed. This method was applied for getting the numerical results on the numerical
examples for this type of problems, this technique gives very good results for this kind of the problems and we
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proved the convergence of the method. From tables (1) and (3) shown a comparison between the exact and
numerical solutions. In addition, in tables (2) and (4) computing the LSE and RT which are criterion of
discussion. Finally, from theorems (1), (3) and the results which showed in tables, we conclude that the
effecting of this technique and it was successively for solving this problems.
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